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Overview of Presentation

* Builds on previous Global Forum paper (2010) “An Introduction to Multiple
Imputation of Complex Sample Survey Data Using SAS 9.2” including a
brief review of missing data patterns and additional/new features of the
MI process in SAS 9.3:

* FCS imputation method (experimental in SAS 9.3)
* MCMC diagnostic tools
* Imputation of missing data in longitudinal data set

* Applications using data from a complex sample survey data set with
demonstration of 3 steps of multiple imputation
1. Imputation of missing data using PROC Ml

2. Analysis of imputed data sets using SAS SURVEY procedures, differs from
“standard” SAS procedures which use SRS assumption

3. Analysis of pooled results from Steps 1 and 2 using PROC MIANALYZE




Analysis of Data Sets with Item Missing Data

* How to analyze?

* Do nothing, use either complete case or available cases, can be significant loss
of data to analyze

* Simple imputation using mean/median substitution, Hotdeck (similar record
used to impute missing data), these approaches are easy to implement but
lack precision for variance estimates

* Multiple imputation is generally preferred to simple imputation because it
uses statistically appropriate methods and accounts for variability introduced
by the imputation process, better precision of variance estimates

*  PROC Ml for multiple imputation in SAS, assumes data is missing at
random (MAR)
* Means that missingness can be predicted from observed covariates
* Basic statistical assumption of PROC Ml




Missing Data Patterns

* The pattern of missing data has an impact on how the imputation process
is applied, two types of missing data patterns:

*  Arbitrary

* Monotone




Overview of Imputation Methods Table 56.5 (PROC M)

Pattern of Type of Type of Available Methods
Missingness Imputed Variable Covariates
Monotone Continuous Arbitrary Monotone regression

Monotone predicted mean matching

Monotone propensity score

Monotone Classification (ordinal) Arbitrary Monotone logistic regression
Monotone Classification (nominal) Arbitrary Monotone discriminant function
Arbitrary Continuous Continuous MCMLC full-data imputation

MCMC monotone-data imputation

Arbitrary Continuous Arbitrary FCS regression

FCS predicted mean matching

Arbitrary Classification (ordinal) Arbitrary FCS logistic regression

Arbitrary Classification (nominal) Arbitrary FCS discriminant function




Detail on Imputation Methods
+ MCMC
* Markov Chain Monte Carlo method, assume MVN (MultiVariateNormal)
* Recommended for imputation of continuous variables with continuous
covariates and with arbitrary missing data pattern, robust to violations
though
* How to assess convergence of MCMC?
* Trace, WLF (worst linear function), and autocorrelation plots

*  Monotone methods
* Use of appropriate method depending on type of variable to be imputed, for
example binary, ordinal, count, continuous imputed variables
* Monotone pattern is convenient since a series of independent models can be
estimated for imputation, builds on previous model(s)

* FCS method
* Convenient for typically “messy” missing data problems with a variety of
variables to be imputed and arbitrary missing data pattern




Example 1 - FCS Imputation Method

* Experimental in SAS 9.3, the FCS (Fully Conditional Specification)
method allows the user to impute missing data with arbitrary missing
data patterns

* FCS belongs to a class of imputation methods that use flexible
“chained models” to impute missing data, different approach than
used in imputation of montone missing data, see SAS/STAT PROC Mi
documentation for details or Van Buuren (2012) “Flexible Imputation
of Missing Data” Chapman Hall

* This example demonstrates use of the FCS method for imputation of
missing data on both continuous and categorical variables with an
arbitrary missing data pattern

* Datais from the NCS-R data set, a nationally representative survey
focused on mental health and related issues and based on a complex
sample design survey




]
Means Analysis of NCS-R Data Set

The MEANE Procedure

N
Variable Label N Mean Minimum Maximum
DSM_GAD DSM-IV Generalized Anxiety Disorder (Lifetime} o 4.4757554 1. 0000000 5.0000000
DSM_s0 DSM-IV Social Phobia(Lifetime) 18! 4.2179758 1.0000000 5.0000000
DSM_SP DSM-TV fic Phobia(Lifetime) 0 ] 1.0000000 5.0000000
Sex o 0 1.
Age 0 0000000
educat tion 4 categoriesinon imputed) 1.
n Marital category 3.0000000

Strata 0 420000000

secu Sampling Error Computing U 0 . 2.0
tinalp2ut Final P 0 a. 0.1
r t Ra r o 1. 4.

4 12

ine rsp Respondent Income

*  Missing data on 4 variables is highlighted in red:
*  DSM_SOis a binary variable indicating a diagnosis of Social Phobia - coded 1 (YES) or 5 (NO)

* EDUCAT is a categorical variable with 1-4 (lowest level of education to highest education)

* MARCAT is a categorical variable with 3 levels: 1=married 2=previously married 3=never married

* INC_RSP is a continuous variable containing personal income




Examination of Missing Data Pattern

proc mi data=exl_ncsr nimpute=0 ;
run ;

*  Sixdistinct groups with missing data rates ranging from 0.02 to 14.81%
Arbitrary missing data pattern with DSM_SO, EDUCAT, MARCAT, INC_RSP requiring

imputation
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Imputation of Missing Data and Check of Process

* Red highlights show syntax for FCS imputation with specific model to impute MARCAT
(marital status) and default models for other imputed variables (all variables used) ,
NBITER=5 requests 5 “burn-in” iterations

* Use of /DETAILS option shows imputation coefficients and other details of the process

¢ Simputed data sets are created in this process

proc mi data=exl ncsr out=outexl seed=1112 nimpute=5 ;
class dsm gad dsm_sp secu dsm so educat sex marcat racecat ;
fcs nbiter=5 order=var
logistic (marcat=dsm gad dsm sp str secu finalp2wt sex age racecat_ / details)
logistic (educat/ details)
logistic (dsm_so/ details)
reg(inc_rsp/ details);
var dsm_gad dsm_sp str secu finalp2Zwt sex age racecat marcat educat dsm_so
inc rsp ;

run;

Burn in iterations are run prior to imputation and allow the chain to stabilize before
the filling in of values. Note that the variable MARCAT is assumed to be ordinal in
this example. This allows use of the class variables in the imputation model however
a comparison using the discriminant function method for imputation of marcat was
done and results were very similar. For the purpose of this example, assume that
MARCAT is an ordinal variable.
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Output from PROC MI with /Details Option

*  Example of output from /details option on FCS statement, shows estimates for the
imputed variable MARCAT for each of the 5 imputed data sets

3.000001




Check of Imputed Data Sets

e MEANS Procedure

Variable : inc_rsp
Impy

Mean

proc means data=outexl;
var inc_rsp;

class _imputation_;
run;

Phobia (Li fotime) )

proc freq data=outexl;

tables _imputation_* (marcat educat dsm so);
run;
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Analysis of Completed Data Sets with SURVEYLOGISTIC
and Print-Out of Estimates Data Set

proc surveylogistic data=outexl ;

strata str ; cluster secu ; weight finalp2wt ;
class sex marcat racecat_ / param=ref ;

model dsm _so (event='l') =age sex marcat racecat_ ;
by _imputation_ ;

ods output parameterestimates=outestexl ;

run ;

proc print data=outestexl ;
run ;

Note that each imputed data set or _IMPUTATION_ =1,2,3,4,5 has separate
observations in this output data set. Use of the BY statement will trigger a warning in
the log but since this is the entire data set not a subpopulation, it is statistically
appropriate.
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Pooled Results from PROC MIANALYZE

proc mianalyze parms (classvar=classval)=cutestexl;

class sex marcat racecat ;
modeleffects intercept age sex marcat racecat ;

run ;

Results show averaged estimates (from imputed data sets and PROC
SURVEYLOGISTIC), variance information including between, within, and total variance
plus Relative Increase in Variance due to missing data, Fraction Missing Information
(due to missing among all variables in analysis) and Relative Efficiency (how efficient
is imputation by variable).

Red highlights indicate significant predictors of having Social Phobia, adjusted for
complex survey design (SURVEYLOGISTIC) and variability due to imputation process.
These results would be interpreted as usual for binary outcome with logistic
regression but recognizing the use of the SURVEY procedure and imputation
variability.
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]
Summary of Example 1

* The experimental FCS imputation method offers a new approach and
increased flexibility for imputation of categorical and continuous variables
with arbitrary missing data patterns

* Prior to this experimental feature, imputation of categorical variables
required a monotone pattern or relaxing of MVN assumption

* Arbitrary missing data patterns are common in “real world” data sets so
very useful new option in PROC M

* With complex sample design data, SURVEY procedures in the second step
of the MI process are required, important for correct variance estimation

16



]
Example 2: MCMC Method with Diagnostic Plots

* The second example demonstrates how to carry out the Ml process using
a subset of categorical and continuous variables from the NHANES 2005-
2006 data set, another nationally representative complex sample , focused
on health and nutrition issues

* Asin the analysis of the NCS-R data set, the standard errors should be
adjusted to account for stratification, clustering, and other complex
sample features

*  This example also uses a DOMAIN statement for correct analysis of a
subpopulation of those Male and Mexican using SURVEY commands along
with a BY statement for the multiple imputations (BY _IMPUTATION_)
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Examination of Missing Data Pattern

* Grid indicates a monotone pattern with missing on BMXBMI (1.82%), mix of
continuous and categorical variables will be used to impute BMXBMI

*  PROC MI with NIMPUTE=0 to produce grid

* Note that some variables such as SEQN, MALE_MEXICAN will not be used in
imputation because they are utility variables (case id and domain indicator)

*  QOur analysis goal is to examine mean BMI in the Male/Mexican subgroup and
compare to mean BMI in the non-Male/Mexican group

Missing Data Pattern:

SEQN RIAGENDR RIDRETHL WIMECZYR SDMVESD SDMVETRA SMXBMI mexican “req Percent

SOMVESU SOMVSTRA BMXBMI

Covariates include SEQN (CASEID), RIAGENDR (GENDER), RIDRETH1 (RACE/ETH),
WTMEC2YR (MEDICAL EXAM WEIGHT FOR 2 YRS), SDMVPSU (MASKED PSU),
SDMVSTRA (MASKED STRATA). Mix of continuous and categorical covariates.



Impute Missing Data using MCMC Method

proc mi data=nhanes0506 nimpute=4 seed=555 out=imp ex2 ;

mcme plots=( trace(mean (bmxbmi)) acf(mean (bmxbmi))
var wtmecZyr sdmvstra sdmvpsu riagendr ridrethl bmxbmi;

run ;

* Imputation uses continuous and categorical covariates to impute a continuous
variable (use of categorical predictors with no missing is innocuous though this
method assumes all variables are multivariate normal)

*  MCMC plots statement requests plots to evaluate convergence of the Markov
Chains, plots are informative about convergence status

* Trace and ACF (autocorrelation) plots provide a way to evaluate patterns among
parameter estimates across iterations, look for no obvious patterns or large
positive/negative autocorrelations

* The order of the variables in the VAR statement is important -fully observed
variables first followed by variable (BMXBMI) with missing data
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M CM C D I agnostlc PIOtS * The Trace Plot for BMI shows no

Trace Plet apparent pattern among parameter
‘ : : estimates in the four iterations
(iterations indicated by vertical
dotted lines). The first 200 points on
the x axis (before th dotted vertical
line) represent the “burn-in”
iterations.

index (kg/m™2)

* The ACF Plot also indicates no

3 @ apparent pattern with a good mix of
e ) small autocorrelations (positive and
negative) for the 20 lagged time
s ot ot points (except for lag=0, as
s expected). The NLAG= option
o defaults to 20 lagged points but can
o be changed.
5 B e * These results suggest little concern
2 on about the convergence of the MCMC
o5 iterative approach for imputation of
ors BMXBMI.

Lag




Analysis of Imputed Data Sets with PROC SURVEYMEANS

In Step 2, PROC SURVEYMEANS with a DOMAIN statement (using an indicator of
being a Mexican Male) is used to produce a means analysis for each of 4 imputed
data sets along with a BY statement for each imputed data set (not a random
variable, multiple complete data sets)

« use of DOMAIN rather than a BY statement for subgroup analysis is correct way to analyze

subgroups in survey data sets, unconditional approach preserves full design variable
information and random variability

Use of the ODS output option creates a data set for use in Step 3 (PROC MIANALYZE)

proc surveymeans data=imp ex2 ;

strata sdmvstra ; cluster sdmvpsu ; weight wtmecZyr ;
var bmxbmi ;

domain male mexican ;

by _imputation_;

ods output domain=outmeans ;

run ;
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Listing of Data Set Produced by PROC SURVEYMEANS

* List output of the data set called “outmeans” shows the mean and SE for BMI from the
DOMAIN analysis of Male/Mexican or not Male/Mexican (by each of 4 imputed data
sets): therefore 8 different means for 2 domain values*4 imputed data sets are set for
use in PROC MIANALYZE




Pooling Results in PROC MIANALYZE

*  Prior to use in PROC MIANALYZE, the data set must by sorted by the DOMAIN and
_IMPUTATION_ variables, this is due to the need to analyze the means for
Male/Mexican=1 or 0 over the 4 imputed data sets

* The BY statement in PROC MIANALYZE provides means and standard errors for BMI
by the values of the DOMAIN variable

proc sort ;
by male mexican _imputation_ ;
run ;

proc mianalyze data=outmeans ;
by male mexican ;

modeleffects mean ;

stderr stderr ;

run ;
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Output from PROC MIANALYZE

*  Results from PROC MIANALYZE show that mean (se) BMI for those Male/Mexican is
28.08 (0.23) while for those not Male/Mexican it is 28.47 (0.34)

+ The SE’s are corrected for the complex sample and the imputation variability while
using a correct DOMAIN statement for analysis of subgroups

male mexican=0

Parameter Estimates

FParameter Estimate 95% Confidence Limits DF Minimum Mazimum
mearn 28.466123 28.00823 28,92602 1.47E8 28.454714 2B.472428
The MIANALYZE Procedure

Parameter Estimates

Parameter Estimate std Error 95% Confidence Limits DF Minimum Maximum
mean 8.075148 0.335209 27.41815 28.73215 340089 28.05420¢ 28.09037¢
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Summary of Example 2

The second example demonstrates use of diagnostic plots to evaluate
convergence of the iterative MCMC process

The covariates used in the imputation are both continuous and categorical
and though the MCMC method assumes MVN, use of categorical
predictors without missing data is harmless to violation of this assumption
Use of PROC SURVEYMEANS and a DOMAIN statement for an
unconditional analysis of a random variable plus the BY statement for use
with the IMPUTATION _ variable (fixed sample size per data set)

Also demonstrates use of the BY statement in PROC MIANALYZE to obtain
means and standard errors for each level of the DOMAIN variable used in
the means analysis
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Example 3 — Imputation of Longitudinal Data

* The final example demonstrates how to use multiple imputation for
longitudinal data

* HRS (Health and Retirement Survey) 2004-2006 data is used in this
example to examine relationship between total assets in 2004 and 2006
predicted by education level of the financial respondent

* Discussion of correct data structure for accounting for dependence
between repeated records per individual, how to build this into the
imputation step

* HRSis a complex sample survey, again use SURVEY procedures in the
analysis of completed data sets in Step 2 of the Ml process




]
Structure of Longitudinal HRS Data

* Data on Total HH Assets from 2004 and 2006 is collected in “long” or
multiple records per HH financial respondent

* Analysis goal is the examine impact of education of HH financial
respondent on total assets for the two years of interest

* Missing data on total assets from 2004, requires imputation

* Issue with imputing missing data is that records are inherently correlated
due to repetition

* One solution is to use a one record per individual data set for imputation
with differently named variables for each time point

* captures impact of time and allows us to use the measurements at different
points in time in the imputations




Longitudinal Data Structure

* The current data structure has 2 records per individual with different values
for TOTALASSETS and WEIGHT for 2004 and 2006 (YR)

* The values for the other variables are time invariant so we will need to create
new variables for total assets in 2004 and 2006 and weights for 2004 and 2006

HHIDPN SECU STRATUM EDCAT WEIGHT TOTALA!: YR
3010 1 40 2 4394 756000 2004
3010 1 40 2 4528 914000 20086

10001010 2 1 2 9084 450000 2004
10001010 2 1 2 8706 1000000 20086

0003030 2 1 4 0 20500 2004

0003030 2 1 4 a 12000 20086
10004010 2 1 4 5111 1973000 2004
10004010 2 1 4 5422 1832000 2006
10013010 2 1 2 5564 500 2004
10012010 2 1 2 5315 50 2006




Create a One Record Per Individual Data Set

* Use of arrays to turn the multiple record data set into 1 record per individual

data onerec ;

array ta [2] totalassets2004 totalassets2006 ;
retain totalassets2004 totalassets2006 ;

array wgt [2] wgt2004 wgt2006 ;

retain wgt2004 wgt2006 ;

set hrs2004 2006 ;

by hhidpn yr ;

talyr] =totalassets ;

wgt [yr]=weight

if last.hhidpn then output ;
drop totalassets weight yr i

proc print data=onerec (obs=6 ) ;

run ;
Obs totalassets2004 totalassets200€ wgt2004 wgt2006 HHIDPN SECU STRATUM EDCAT
1 414000 3010 1 40 2
2 1000000 9 8706 10001010 2 1 2
3 12000 1] 0 10003030 2 1 4
4 1832000 5111 5422 10004010 2 1 4
5 50 5564 5315 10013010 2 1 2
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Imputation of Missing Data

proc mi nimpute=0 ;

run ;
Missing Data Patterns
Group  t t 2006 wgt2004 2006 HHIDPN STRATUM
® X * % % ® X
2 x X X x x X

Parcent

proc mi data=onerec nimpute=3 seed=765 out=outimp ex3 ;
class edeat ;

monotone regression (totalassets2004=totalassets2006 wgt2004 wgt2006 stratum secu edcat)

var totalassets2006 wgt2004 wgt2006 stratum secu edcat totalassets2004
run ;

Parameter Estimates

variable Mean std Error 95% confidence Limits DF i nd mum
totalassets2004 413078 18737 37€304.0 449851.3 £83.54 408117
t for HO:

Mean=Huo Pr > |t|

22.05 <.0001

Maximum
415255
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Reverse Data Set Structure to Multiple Records

data multrec ;
set outimp ex3 ;
array ta [2] totalassets2004 totalassets2006 ;
array wgt [2] wgt2004 wgt2006 ;
do i =1 to 2 ;
weight = wgt[i] :
totalassets=tal[i] ;
year_intzi 8
if year int=1 then year int=2004 ;
if year int=2 then year int=2006 ;
cutput ;
end ;

* Restructure data set for rest of multiple imputation process, with completed data
sets taking the dependence between individual records into account, the 2" and
3 steps can be done using the multiple records data set
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Check of Multiple Records Data Set

* Double check shows the data is now in original format but has imputed data on
the variable called “Totalassets”

*  Analysis of the multiple record file can proceed

HHIDPN waight totalassets year_int
3010 4394 756000 2004
3010 4528 914000

10001010 9084 450000

10001010 8706 1000000

10003030 o 20500

10003030 o 12000

10004010 5111 1973000

10004010 5422 1832000

10013010 5564 500

10013010 5315 50




]
Analyze using PROC SURVEYREG

* Use SURVEYREG for analysis of Total Assets predicted by Education, controlling
for year

* Repeat the regression for each multiple imputation iteration (3 data sets) and
account for the complex sample design

* Data step with use of the compress function to prepare the output data set for
PROC MIANALYZE (removes white space in variable “parameter”)

proc surveyreg data=multrec ;

strata stratum ; cluster secu ; weight weight ;

class edcat year.'_int 5

model totalassets=edcat year_int / solution

by _imputation_; ods output parameterestimates=cutest ex3 ;
run ;

proc print data=outest ex3 ;
Run;

data outest_ex3 ;
set outest ex3 ;
parameter=compress (parameter)
run ;
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MIANALYZE for Combining Results

proc mianalyze parms=outest ex3 ;
modeleffects intercept edcatl edcat2
edcat3 year_int2004 ;

run ;

Interpretation of results is similar to any linear regression but mention of the imputed
data sets and use of PROC SURVEYREG is expected.
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Example 3 Summary

Longitudinal data imputation requires recognition of the dependence of
repeated records per unit of analysis and accounting for “over time”
effects

One way to address issue is to restructure the data to a one record per
individual with differently named variables and impute this data set
Then, change back to a multiple record per individual data set for analysis
of completed files and use of PROC MIANALYZE for pooling the results
This example uses PROC SURVEYREG with a dummy variable for year to
account for multiple records per individual
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Presentation Summary

* This presentation has covered three areas of interest to analysts of
complex sample design data sets with missing data
* Use of the FCS imputation method for imputation of arbitrary missing data

* Use of diagnostic tools to evaluate the MCMC convergence status while
imputing continuous variables with mixed covariates

* Imputation of longitudinal data with use of data re-structuring concepts and
imputation while accounting for time varying variables

* The examples are intended to provide practical guidance to analysts using
all types of data sets but particularly those using complex sample design
data sets
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